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saving of transforms in secondary
schools
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Abstract. When we are teaching the digital image formats and we are explaining the
JPEG format we may get into difficulties how to explain the point and the usefulness of
the discrete cosine transform (DCT) to our students. Why do we need this transform
before compressing? Students probably do not know that the feature of energy saving
of this transform makes the chance of good compression. In this article we show how
we can demonstrate that feature of these transforms which make the chance of good
compression while saving the most energy of images.
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1. Introduction

In this article we use MS Excel to demonstrate the feature of energy saving
of discrete cosine transform (DCT) and wavelet transform (WT). This software
is available in secondary schools, we do not need to download and install before
teaching and students know this well. Using MS Excel spreadsheet students
can do DCT on constant and near constant data and they can see the result
of DCT immediately. Using different sample data students can understand why
we use this transform. Before demonstrating the feature of energy saving of
transforms we need to explain the matrix multiplication to our students if they
do not know. Knowing the transpose of a matrix is also necessary. Although
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the goal of this article is demonstrating the feature of energy saving of DCT and
WT, we can teach the whole JPEG coding based on this article, not only the
transform (DCT). Although the image format of JPEG2000 is not so current, it
is worth demonstrating the Wavelet transform (WT) used for JPEG2000 as well,
based on DCT.

In case of the Wavelet transform we use the Haar wavelet instead of CDF97
and LeGall52 used for JPEG2000, as the Haar wavelet is simpler and easy to
understand.

2. Discrete cosine transform

DCT is a Fourier transform but it works with real numbers instead of complex
numbers, and it generates the signal as not the sum of cosine and sine functions
but only the sum of cosine functions. And what is very useful for us, this transform
can be implemented as a matrix multiplication using a 8 x 8 square matrix.
Represent and explain this matrix for students.

We can define the DCT with the following formula:

B=UAUT

In this expressing the matrix U is a special matrix and U7 is the transpose
of the matrix U. (Write the rows of U as the columns of UT.) [7] The matrix A
includes the value to be transformed and matrix B is the result matrix.

The matrix U is the following [9]:

V2 V2 V2 V2 V2 V2 V2 vz
2 2 2 2 2 2 2 2
COS % COs ?{—g COS ?—g COSs % COS ?—g COSs 111—67T COS 113—5— COSs 115—{;7
COS 21—g COSs ?—g COSs 110_ér COS 114_gr COS 118_ér COSs 212—67T COS 216_gr COSs 310—6?
1 |cos ?—g COSs ?—g COSs 115—637 COs 211_gr COs 217—637 COSs 313_637 COs 319_67r COSs 415—637
U=3 COS % COS 112_gr COSs 210—{;7 COS 218_gr COS 316—{;7 COSs 414—67T COS 512_gr COSs 610—{;7
COS El)_g COS 115_gr COSs 215—63T COS 315—(?— COS 415—63T COSs 515—67T COS 615_gr COSs 715—63T
COSs ?—g COs 118_gr COSs 310_637 COSs 412_gr COs 514—637 COSs 616—ér COs 718_67r COSs 910—637
_COS % COS 211_gr COSs 315—{;7 COS 419_gr COS 613—{;7 COSs 717_677 COS Qll_gr COSs %

Figure 1. DCT matrix
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Row 0 contains the constant value of %

In the next seven rows there are eight equally spaced points starting at kw/16
with the distance between each point equal to 2k7/16 where k is the row number
(as the first row is numbered as 0). We can think of creating eight equally spaced
points on the interval [k7 /16, km — km/16], evaluating cosine at each point, and
dividing the result by two.

Figure 2 shows the represtentations of the row one and two.
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Figure 2. The first and the second row of the DCT matrix

Why do we use just this matrix? As at each row the heights of the marked
points sum to zero. This means if we take any constant vector and multiply it by
any of rows one through seven, the result will be zero. Moreover, if we multiply
it by any of rows from one to seven with a near constant vector, the result will
be either zero or values close to zero.

Doing the DCT first we multiply the block 8 x 8 (A) by U.C = UA. If the
values of the matrix A are near-constant values elements in C' = U A will be (near)
zero. Then we multiply the result C by U (B = CUT). So if the elements in
C' are near constant values the elements in B will be near zero values. The DCT
tends to store information about all 64 input values in a few values and takes
them to the upper left hand corner of the result matrix. The remaining values
are either zero or approximately zero. How can we demonstrate these facts to our
students? Show them the following examples and the feature of energy saving of
the DCT will be clear for them.

Consider the matrix A in Fig. 3. Do DCT on the matrix A(B = UAUT).
Figure 3 shows the result.

As the old saying goes: “What I am hearing I'll forget, what I see I’ll mem-
orize and what I am doing I’ll understand.” Make students do DCT on different
matrixes by using Microsoft Excel. Create the matrix U and U’ and do DCT on
different data (Fig. 3).
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Figure 3. The illustration of working DCT on constant values

First we multiply U by A, then we multiply the result by U”?. For the matrix
multiplication we should use the function MMULT (as an array function). If we
do DCT on a matrix with constant elements we get a matrix with zero elements
except one non-zero value in its upper left hand corner.

Change the elements in A for values of 50, 51 and 52 and explain the result
of the DCT to students (Fig. 4).

A [} [ D [4 F G H i X L N ) e a [ 5
2 1 2 % %% W 2 N n2 0353553 0,353550 0.53553 0353553 0.53551 0353553 0353553 0353551
1 1 %2 s s S50 R 2 0§ 0,80010) 0415715 027765 0097545 000755 027779 DA -0,49009
L 50 S0 s sz sz $1i %l m 046194 0191382 019134 046134 046194 -0,19134 0,191M2 046134
5 1 %N W s R L DAIS735 009755 049039 027773 0277785 0,400191 0,007S45 DALMY
[ A $1 50 s s1 S0 S0 s1 S0 U 0353558 0I5555 05558 059553 0,889555 035355 035355 0385588
7 50 s1 52 52 s s, s s 0207785 049039 0,097585 0415735 0A15F3 009755 0890393 027775
§ 31 52 s 50 3% s 52 50 0191212 046194 046194 010121 010138 DAGI03 -0,46194 0191302
L] 30 3 n 2 30 1 2 51 0,007545 -0,27779 0415735 049039 0400303 041573 0277785 -0,09755
1
12 L2 1942 1642 1442 1439 145 1842 143 0453553 0,890393 048194 0415735 053553 021785 0,191302 0,097545
13 05 02 48 03 04 16 08 1) 050550 0.AIS735 0,101M2 009755 -0,05)55 0401 -DAGIGA 027779
a 21 20 12 01 a1 18 10 09 0,351553 0277785 019138 089059 035385 0,09/535 D,48193 0415735
15 UA 04 69 01 07 0% 03 -0 04 UT 0351550 0097545 -DA194 027776 0353553 0415735 0451 045039
i o 07 9 82 11 00 07 0r 0,454551 000758 046193 02777HS 0583551 041573 0,19134 0,89030%
17 o3 62 04 A5 19 06 09 03 Q151551 027779 OA0LM 0400001 0,355 000755 046104 041573
s 11 08 19 16 61 01 L2 oA 0353558 041573 0191547 0,097545 035355 0,4905935 046194 0277785
19 01 03 45 00 00 00 07 03 051551 049030 046194 041573 0,515} 021779 019132 -0,09755

Figure 4. The illustration of working DCT on near constant values
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In the upper left hand corner there is the worth value, the others are close
to zero. If we remove these values, we need to store significantly less amount of
data.

How can we use this feature of DCT in digital image processing? Why can
we leave near zero values? Consider matrix A as an image or part of an image.
The elements in A are the intesity values of the pixels of the image. Using DCT
we will not get less data, but what we get, it is the flavour of the spectrum of
the image. The human eye is less sensitive for the high frequency components
than low ones. Leaving the 50% of high frequeny components after the inverse
DCT only the 5% original data will be lost. (DCT is an inverse transform so the
inverse DCT can transform the origin values from the frequency values. [2]

How do we use DCT in JPEG process? The pixel instensity values in the
original RGB bitmap file will be converted to the YCbCr color space, then we
partition the image into block of size 8 x 8 pixels. The next part of the processing
is to subtract 128 from each pixel intensity in each block. This step centers the
intensities about the value 0. [10]

Then we do DCT on each 8 x 8 block, and the following step is the quanti-
zation before Huffman coding. After quantization the elements near zero will be
converted to zero and other elements will be shrunk so that their values are closer
to zero. Then all quantized values will be rounded to integers. Quantization
makes the JPEG algorithm an example of lossy compression. The DCT step is
completely invertible, as UTU = 1 (unit matrix) that is U7 = U~!. (This is a
special feature of this matrix.) It is that we applied the DCT to each block D by
computing £ = UDUT. As we can recover D by the computation D = UTEU.
When we “shrink” wvalues, it is possible to recover them. However, converting
small values to 0 and rounding all quantized values are not reversable steps. We
lose the ability to recover the original image forever. We perform quantization in
order to obtain integer values and to convert a large number of the values to 0.
The Huffman coding algorithm will be much more effective with quantized data
and the hope is that when we view the compressed image, do not give up too
much resolution. For applications such as web browsing, the resolution lost in
order to gain storage space/transfer speed is acceptable. To practise we can do
the DCT on a small image or a part of an image then do quantization on them.

Let’s see the following image part and intensity values (Fig. 5). [1]



“tmes-kiraly” — 2012/2/27 — 20:44 — page 48 — #6

48

Séandor Kiraly

51176 | 193 | 168 | 168 | 170 | 167 | 165
ol 6| 176 | 158 | 172 | 162 | 177 | 168 | 151
5167|172 | 232 | 158 | 61 | 145 | 214
33 1179 | 169 | 174 5 5|135| 178
8| 104 | 180 | 178 | 172 | 197 | 188 | 169
63 51102 | 101 | 160 | 142 | 133 | 139
51| 47| 63 51180 | 191 | 165 5
49| 53| 43 51184 | 170 | 163 | 74
Figure 5. Part of an image and the intensity values
Subtract 128 from each value (Fig. 6):
-123 | 48 | 65 | 40 40 42 139 | 37
-122| 48 | 30 | 44 34 49 40| 23
-123 1 39 | 44 | 104 | 30 | -67 | 17| 86
-95 51 | 41 | 46 |-123|-122 | 7 50
-120 | -24 | 52 | 50 44 69 | 60| 41
-65 | -123 | -26 | -27 | 32 14 ) 11
=77 | -81 | -65 | -123 | 52 63 | 37| -123
-79 | -75 | -85 | -123 | 56 42 40| -4
Figure 6. Intensity values after subtraction 128
Type these values into our Excel table in matrix A. The result of the DCT
is the following matrix (Fig. 7):
2 -35,4/-213,6/-149.7| -95.1/-103.9| -47.0 ~58.Gi 27,1 16 11 10 16 24 40 51 €1
Yy 168,3| 51,6| -21.6/-239.5| -8,3] -24,5|-52.6| -96,7 12 12 14 19 267 58 60 55
24 -274| -31,1| -32,2| 173.2| -51,0| -56.9 3.8 493 14 13 16 24 40 57 65 56
2 30,1 -43,0| -50,4| 67,0] 41“,0. 11,2 70,9! 18,2 Z 14 17 22 29 s 87 80 62
% 19.6 84| 33.5| -52.9 -368| 2.9 -5.6 -185 18 22 37 56 68 109 103 77
7 -70,4| 668 47.4| -324 -83 181/-228 65 24 35 55 64 81 104 113 92
8 120| -191] 3| 853 857 0.6 79 113 49 &4 78 87 103 121 120 101
» 71,0] -38,2| -75.8] 29.1] -16.3| -23.4| 44| 158 72 92 95 98 112 100 103 99
B 2] 9] as[ -6 -4 1] 1] o
n 14 4 1 -13 0 0 -1 2
-2 -2 -2 7 -1 =1 0| 1
A 2| | 2 3l o o 3 o
1 0 1 -1 -1} 0 0] 0
-3 2 1 -1 0 0 0| 0
of of o al a1l o o o
1 0 -1 0 0 0 o [J

Figure 7. DCT and quantization
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Then do quantization on the result matrix by matrix Z. [4]. It means that
we divide the elements in B = UAUT by the elements in Z and round them
to integer. (We create a new matrix () whose elements are ¢, = R(bjr/z;x) for
J,k=0,...,7. Here, R(.) is the rounding function, b;; and z;; are the elements of
matrices B and Z.) Note that the values are the largest in the lower right corner
of Z. These divides should produce values close to zero so that the rounding
function will convert the quotient to zero. [5] [12] [3]

The energy of the image centered in the upper left hand side corner of the
transformed and quantized image. Before Huffman coding we could transform the
image so that most energy of the image has been saved and we do not need most
data, we can remove them or we can use it for compressing. In the regular JPEG
standard process the quantized values will be coded by an advanced version of
Huffman coding.

Make students draw an arbitrary image and ask them to save the image as
an BMP file then ask them to save it as an JPEG file. After that they have to
compare the size of these files. The algorithm above resulted the different sizes.

3. Wavelet transform

The main difference between DCT and WT is their base functions. As op-
posed to DCT the base functions of WT are not cosine waves but wavelets (small
waves). These are the compressed and stretched versions of the base wavelet
(named mother wavelet). Wavelets are not predefined. The key to the success of
the transform is the selection of the adequate mother wavelet. Our goal is only
to demonstrate the feature of energy saving of wavelet transform so the mother
wavelet will be the Haar wavelet as it is easy to understand.

Before defining the Haar wavelet let’s represent the necessity of the transform
with the following example. We have eight numbers 100, 200, 44, 50, 20, 20, 3,
1 (those could be greyscale intensities of an image) and we want to send an
approximation of the list to a network station but we are allowed to send only
four values from the eight ones. What values would we send that represent an
approximation of the eight given values the most? One solution can be that
we take the eight numbers, two at a time, and average them. So we send 150
((100 + 200)/2), 47((44 + 50)/2), 20((20 4+ 20)/2) and 2((1 4 3)/2). These four
numbers represent the given eight numbers well. At the host they can not produce
the original eight values from the four values (150, 47, 20, 2). Supposing that we
are allowed to send an additional four values what values would we send? Send
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50, 3, 0 and —1. They are the directed distances from the pair-wise averages to
the second number in each pair: the half of 200 — 100 is 50, the half of 50 — 44
is 3, the half of 20 — 20 is 0 and the half of 1 — 3 is —1. So with the lists
(150,47,20,2) and (50,3,0,—1) we can completely reconstruct the original list
(100, 200, 44, 50, 20, 20, 3, 1).

For a given a and b we perform the following transform:

b+a b—a
2 7 2

(a,b) = (

The beginning of output of the transform is the average of the input, the second
part of the output of the transform is the half of the difference of the input.
The question is: why would we send a list (150,47, 20, 2,50, 3,0, —1) instead of
the original list (100,200, 44, 50, 20,20, 3,1)? First of all, the differences in the
transformed list tell us about the trends in the data: big differences indicate
large jumps between values while small values tell us that there is relatively little
change in that portion of the input. Besides in case of lossy compression the
small differences can be converted to zero and in this way we can improve the
efficiency of the coder. In this case instead of eight numbers, sending the list
(150, 47,20, 2,50, 3,0,0) would be enough. The receiver would get the list (150 —
50,150450,47—2,47+2,20—0,2040,2—0,2+0) = (100, 200, 45, 49, 20, 20, 2, 2)
which is very similar to the original list (100, 200, 44, 50, 20, 20, 3,1).

If we consider the eight numbers as a vector of eight elements we can perform
the previous transform by a matrix multiplication. (If we have even piece of
numbers.) Based on this we can define the Haar wavelet transform (HWT) as the
following N x N matrix Wy (Fig. 8) [6].

[vV2/2  V2/2 0 0 0 0
0 0 V2/2  V2/2 0 0

W = 0 0 0 0 V2/2 ﬂ/Q
NT V22 V22 0 0 0 0
0 0 —V2/2 V2/2 0 0

L 6 0 0 0 —/2/2 ﬁ/Q_

Figure 8. The HWT matrix
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The first N/2 rows of the HWT are the weighted average of the input list
taken two at a time. The weight factor is /2.

The last N/2 row of the HWT is the weighted difference of the input list
taken two at a time. The weight factor is also V2.

We define the Haar filter as the pair of the non-zero values in the first row of

the matrix. So the Haar filter is: h = (ho,h1) = (%, ‘/75)

As this filter averages the pairs of numbers, it is a lowpass filter. (It lets the
low frequencies through.) Emphasize to our students that the sum of the filter
values is v/2. We call the filter that is used to build the bottom half of the HWT

is higpass filter. (It lets the high frequencies through.) In this case the filter is:

V2 V2

9="(90,91)= (= 55)
Figure 9 shows the Haar wavelet [11].
o
1
os
-]
X
-05
35 ° 0s 1 L]

Figure 9. The Haar mother-wavelet

This filter processes data exactly opposite of lowpass filter. If two numbers
are near in value, it will return a value near zero. If two numbers are (near)
opposites of each other, the highpass filter will return a weighted version of one
of the two numbers. Use our Excel spreadsheet again (Fig. 10).

Substitute the elements in W with elements in the Haar wavelet matrix.
Demonstrate to our students that the transform collects the energy in the upper
left hand side of the result matrix. The result of the first multiplication is a
matrix which contains non-zero values in the first half of rows.

Do HWT on matrix A with 50, 51, 52 numbers. The result is the same
(Fig. 11).
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Figure 10. The wavelet transform using the Haar wavelet
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Figure 11. Do WT on a near constant matrix A

Show our students a real transformed image. Figure 12 illustrates the whole
transform (WAWT).
We can perform the transform many times with the image in the upper left

hand corner (see Figure 13). The lower left-hand corner holds information about

horizontal in the image: large values indicate a large horizontal change as we
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(b)

Figure 12. The original image in (a) and the result of the WT in (b)

move down the image and small values indicate little horizontal change. The
lower right-hand block is different across both columns and rows and the result
is a bit harder to see. It turns out that this product measures changes along
+45-degree lines. The upper right-hand corner holds information about vertical
in the image: large values indicate a large vertical change as we move across the
image and small values indicate little vertical change.

Figure 13. Two iterations of the WT

The iterated HW'T conserves the energy of a digital image. Figure 14 shows
the energy distribution for the original image (curve C), the curve B shows the
one iteration of the HWT and the curve A shows the energy distribution of the
three iterations of the HWT. [8] [13] The horizontal scale is the number of the
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pixels. For a given pixel value p, the height represents the percentage of energy
stored in the largest p pixels of the image. Emphasize to our students that the
HWT gets to 1 (100% of the energy) much faster than the original image and
the iterated HWT is much better than either the HWT or the original image
(Fig. 14).

X(pixel}

4600 19200 28800 38400

Figure 14. Nlustrating the feature of energy saving of HWT

4. Summary

The main aim of this paper was to give ideas of demonstrating the feature
of energy saving of DCT and WT to secondary students. We need this when
we are teaching digital image formats. We presumed that students know the
matrix multiplication. In case of DCT we review the transform by using DCT
matrix. The Excel spreadsheets illustrate the feature of energy saving of DCT
very spectacularly in cases of constant and almost constant values as well. After
doing DCT on an image, the important parts for human eye are preserved but the
image will be suitable for compressing so huge amount of data will be unnecessary.

The wavelet transform has the same feature and we use the same Excel
spreadsheet to demonstrate this. We only have to replace the DCT matrix to
the Haar wavelet matrix. Not only the spreadsheet but the sample images also
illustrate this feature of the HWT very spectacularly. The spreadsheet used in
this article can be changeable by students so they can realize how the transforms
work in cases of different images. In case of HWT they can perform more and
more iterations and they can follow the working of HWT and the feature of energy
saving.
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